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Abstract— Speaker Recognition is the computing task of validating a user’s claimed identity using speech characteristics. Main objective of speech 

recognition system is to communication with a device through our voice. Mel frequency Cepstral Coefficient (MFCC) features are combined with pitch 

and root mean square values and tested for improvement in efficiency. Feed forward artificial neural network and pattern recognition neural network is 

used as a classifier. System was tested for 30 speakers. Better efficiency is obtained when MFCC features are combined with pitch and rms value over 

single MFCC features. Feed forward neural network gives better efficiency over pattern recognition neural network.70% of total samples are used for 

training and 30% of total samples are used for system testing. Simulation is done using matlab software. Accuracy of system is calculated using confu-

sion matrix. 

. 

Index Terms— ANN, MFCC, ASR, RMS, PITCH, PATTERN RECOGNITION, FEED FORWARD NEURAL NETWORK, 

——————————      —————————— 

1 INTRODUCTION                                                                     

Speaker identification is the process of determining which 
registered speaker provides a given utterance on the basis 
his/her recorded voice samples[1].The main aim of speaker 
identification is to identify a speaker from the set of different 
speakers on the basis of his/her  voice samples. Speaker recog-
nition system is mainly divided into three parts: Open set vs. 
close set, Text independent vs. text dependent and speaker 
identification and speaker verification. Text independent 
speaker identification system is implemented for close set sys-
tem. 

During Text independent speaker identification speaker can 
utter anything; his utterance does not depend on content of 
speech. Close set speaker identification system is designed for 
fixed number of speakers [2]. 

MFCC are widely used as feature extraction technique and can 
be obtained by taking Fourier transform of windowed speech 
signal [3]. 

Speaker recognition system helps in the basic purpose of 
speaker identification which forms a formidable domain in the 
field of speaker recognition. The system designed has poten-
tial in several security applications can be used in different 
access control. 

 
 
 
 

  
 
 
 
 
 
 
 
 
 

Paper is divided into four sections: Database preparation, fea-
ture extraction, classification, result and conclusion and future 
scope. 
 
 

 

 

 

 

 
 
 

II.DATABASE PREPARATION 

Voice of different speakers are recorded on wave pad software 
at sampling frequency 8Khz. Database of 30 speakers are rec-
orded and each speaker has 32 samples. All 32 samples of each 
speaker are segmented manually using wavepad software. 
Feature of each speaker is calculated using different feature 
extraction techniques for each recorded database [4].Total 960 
samples are recorded and feature of each sample is calculated 
using MFCC, centroid and spectral subtraction methods. 

 

III.FEATURE EXTRACTION 

Feature Extraction is a process of extracting useful information 
of speech samples and discarding unwanted information like 
noise [5]. MFCC is mostly used feature extraction techniques. 
Other Feature Extraction techniques used are pitch and 
rms.Combination of different features is used to build the 
model. Due to Non stationary nature of speech signal it is better to 

perform feature extraction which reduce the variability of speech 

signals. 
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A. Pitch 

Pitch is a quality of sound that measures degree of highness and 

lowness of tone. Major difference between male and female voice is 

pitch. Female voice has comparatively high pitch as compare to male 

voice.MFCC value gives information of vocal tract while pitch rep-

resents voice source features.  Pitch represents the perceived funda-

mental frequency (F0) of a sound and is one of the major auditory 

attributes of sounds along with loudness and quality [6]. 
B.RMS 
Root mean square value is used to calculate size of the signal. 
Size of the signal is related to the strength of the signal. RMS 

value of a signal is calculated as the square root of average of 

squared value of the signal.RMS value of speech signal is calculated 

using matlab.Every speech sample generates single rms value [6]. 

 

B.Mel Frequency cepstral coefficient 
MFCC is an audio feature extraction technique which extract 
features from speech samples similar to the one used by hu-
mans for hearing speech [7]. 
MFCC is one of the most popular feature extraction technique 
used to extract the important feature of speech signal discard 
all the unwanted information. MFCC is prone to noise which 
reduces system efficiency and therefore when MFCC values 
are combined with spectral features increases the efficiency of 
system. During MFCC speech signals are first divided into 
small frames consisting of arbitrary number of samples. Over-
lapping of the frame is done to preserve the smallest unit of 
sound which are phonemes. Hamming window is applied to 
each frame for the smooth transition. Filter coefficient of 
hamming window is calculated using formula (n) is window 
function 
 
W(n)=.54-.46cos(2πn/N-1),0≤n≤N-1                                         (1) 
 
Where N is total number of sample and n is current sample. 
 
Fast Fourier transform of each frame is calculated which speed 
up the process. Logarithmic Mel scale is applied to FFT frame 
which is linear up to 1 KHz and logarithmic at greater fre-
quencies. The relationship between frequency of speech and 
Mel scale can be established as: 
mf =2595log10(1+f/700)                                                          (2) 
 
Last step is to calculate discrete cosine transform which de-
correlates the features and arranges them in descending order 
of information, they contain about speech signal. Hence first 
13 coefficients are used as MFCC features for creating model. 
[7][8].MFCC, spectral centroid and spectral subtraction values 
are used to train neural network and efficiency is calculated. 
MFCC steps are shown in fig2. 
 
 
 
 
 
 
 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

IV. CLASSIFICATION 

Classification is the process of identifying unknown speaker 
by matching his/her feature with existing database using clas-
sifier. Feed forward neural network and pattern recognition 
neural network are used as classifier. 
Features of 30 speakers are taken as an input. Classification is 
mainly done in two stages which are Training and testing. 
During Training phase system learns to perform the task. Ac-
curacy of system is tested during testing phase. 
 

A. Feed forward and back propagation neural network. 

Feed forward neural network mainly consist of three 

layers: input layer, hidden layer and output layer. Direc-

tion of the neurons is forward, no loop is formed. Feed 

forward neural network is a part of back propagation 

network. Main aim of the back propagation network is 

reduce the error and to obtain the desired output value. 

Error is calculated by subtracting the actual output value 

from the desired output value [8]. 

 

 

 

 

 

 

 

 

 

 

B.Pattern Recognition neural network 

Pattern recognition is one of the important steps in Image Processing 

and speech processing. First step in the pattern recognition is to se-

lect a set of features or attributes from the speech sample that will be 

used to classify the pattern. Next, the original pattern must be trans-

formed into a representation that can be easily manipulated pro-

grammatically [9]. In case speaker identification feed forward neural 

network performs better than pattern recognition. 

 

V.RESULT AND DISCUSSION 
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A. Speaker identification result with feed forward neural 
network 
 

TABLE1. AVERAGE SPEAKER IDENTIFICATION EFFICIENCY 

USING FFNN 

 

 
B. Speaker identification result with pattern recognition neural net-
work 
 

TABLE2. AVERAGE SPEAKER IDENTIFICATION EFFICIENCY 

USING PATTERN RECOGNITION 

 

 
Above table shows the efficiency of different number of 
speakers with different feature extraction techniques using 
FFNN and pattern recognition neural network. From above 
table we observe that highest efficiency is obtained using 
combination of MFCC, pitch and rms. FFNN gives better re-
sult for speaker identification as compared to pattern recogni-
tion technique.  
Results of speaker identification system shows that efficiency 
of system increases when MFCC is combined with other fea-
tures. Combination of MFCC.pitch and rms gives better result 
over other combinations. Also overall accuracy of speaker 
identification system using FFNN is better in comparison with 
pattern recognition techniques. 
 
VI.CONCLUSION AND FUTURE SCOPE 
In this paper, performance evaluation of various combinations of 

features is successfully studied for speaker identification system 

using feed forward neural network and pattern recognition neural 

network. 

Initially, the system was tested with only MFCC features and a low 

efficiency of 50% was found for speaker identification system.To 

improve the efficiency of the system, we experimented on adding 

more information to our training matrix by appending features of 

pitch and rms. This resulted in improvement of efficiency to 10-15 % 

.Result was tested for 30 speakers. System show best result when 

MFCC features are combined with pitch and rms value. Also com-

parison between FFNN and pattern recognition is done and it is ob-

served FFNN give better result over pattern recognition for speaker 

identification system. 

Future work includes database of large number of speakers which 

can be tested using other classifier like SVM, GMM etc. More work 

is also needed in the area of feature extraction 
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%Accuracy 

using 

MFCC+RMS

+PITCH 

10 84.7 87 86.3 87.5 

20 75.2 78.4 76.9 84.1 

30 50 64.7 60 65 

Number 

of 
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using 

MFCC 

%Accuracy 

using-

MFCC+RM

S 

%Accuracy 

using 

MFCC+PITC

H 

%Accuracy 

using 

MFCC+RMS

+PITCH 

10 78.4 76.3 76.9 81.9 

20 66 82.2 70.9 76 

30 50 64.1 50 64 
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